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## I Lie groups and quotients

The goal of this section is to treat Lie groups, which are defined as manifolds with a compatible group structure. Important examples are $\mathrm{O}(n), \mathrm{SO}(n), \mathrm{U}(n)$, $\operatorname{GL}(n, \mathbb{R}), \ldots$

Lie groups provide many more examples of Riemannian (and more generally semiRiemannian) manifolds.

## 1 Lie groups and Lie algebras

Literature for this section: [5], [7], [1], [3], [2]

### 1.1 Lie groups and their homomorphisms

Definition 1.1. A Lie group consists of a $\mathcal{C}^{\infty}$-manifold $G$ together with a smooth map $\mu: G \times G \rightarrow G,(\sigma, \tau) \mapsto \mu(\sigma, \tau)=\sigma \tau=\sigma \cdot \tau$, called multiplication, such that
(i) $(G, \mu)$ is a group
(ii) $G \times G \xrightarrow{\tilde{\mu}} G,(\sigma, \tau) \mapsto \sigma^{-1} \tau=: \tilde{\mu}(\sigma, \tau)$ is smooth.

As a consequence of (ii) we see that the following maps are smooth

$$
\begin{aligned}
& \ell_{\sigma}: G \rightarrow G, \quad \tau \mapsto \sigma \tau \quad \text { (left multiplication or left translation } \\
& r_{\sigma}: G \rightarrow G, \quad \tau \mapsto \tau \sigma \quad \text { (right multiplication or right translation) } \\
& \text { inv: } G \rightarrow G, \quad \tau \mapsto \tau^{-1} \quad \text { (inversion) } \\
& \mu: G \times G \xrightarrow{\mu} G, \quad(\sigma, \tau) \mapsto \sigma \tau \quad \text { (multiplication) }
\end{aligned}
$$

Note also that Diff. geom. I, Exercise Sheet 3, Exercise 4 tells us that one can replace (ii) by
(ii') $\mu: G \times G \xrightarrow{\mu} G, \quad(\sigma, \tau) \mapsto \sigma \tau$ is smooth
We write $\mathbb{1}$ for the neutral element of $G$. Then $T_{\mathbb{1}} G$ is called the Lie algebra of $G$. It is a vector space that comes with some additional structure discussed below, a "Lie bracket".

## Examples 1.2.

1.) A finite-dimensional real vector space is a Lie group, if $\mu$ is the addition.
2.) $\mathbb{C}^{*}, S^{1} \subset \mathbb{C}^{*}, \mathbb{R}^{*}$ are Lie groups, if $\mu$ is the multiplication.
3.) $\operatorname{GL}(n, \mathbb{R})$ is a Lie group, where $\mu$ is matrix multiplication. We view $\operatorname{GL}(n, \mathbb{R})$ as an open subset and thus as an $n^{2}$-dimensional submanifold of $\mathbb{R}^{n \times n}$.
4.) $\operatorname{SL}(n, \mathbb{R}):=\left\{A \in \mathbb{R}^{n \times n} \mid \operatorname{det} A=1\right\}$.

In order to show that $\operatorname{SL}(n, \mathbb{R})$ is a submanifold of $\operatorname{GL}(n, \mathbb{R})$ we show that the determinant det: $\mathrm{GL}(n, \mathbb{R}) \rightarrow \mathbb{R}^{*}$ is a submersion, i.e. $\mathrm{d}_{A}$ det: $T_{A} \mathrm{GL}(n, \mathbb{R}) \rightarrow$ $T_{\text {det } A} \mathbb{R}^{*} \cong \mathbb{R}$ is surjective for all $A \in \mathrm{GL}(n, \mathbb{R})$. It follows from this, that $\operatorname{det}^{-1}(t)$ is a submanifold for any $t \in \mathbb{R}^{*}$. For $t=1$, this shows that $\mathrm{SL}(n, \mathbb{R})=\operatorname{det}^{-1}(1)$ is a submanifold.
(a) Let $B=\left(b_{i j}\right)_{i j} \in \operatorname{GL}(n, \mathbb{R}), C(t):=\mathbb{1}+t B=\left(c_{i j}(t)\right)_{i j}=\left(\delta_{i j}+t b_{i j}\right)_{i j}$.

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}(\mathbb{1}+t B) & =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det} C(t) \\
& =\sum_{\sigma \in \mathcal{S}_{n}} \operatorname{sgn}(\sigma) \\
& \left.\stackrel{(\not)}{=} \frac{\mathrm{d}}{\mathrm{~d} t}\right|_{\mid t=0}\left(c_{1 \sigma(1)}(t) \cdots c_{n \sigma(n)}(t)\right) \\
& \left.\left.\stackrel{(+)}{=} \frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0}\left(1+t b_{1 \sigma(1)}\right) \cdots\left(1+t b_{n \sigma(n)}\right)\right) \\
& =b_{1 \sigma(1)}+\cdots+t b_{n \sigma(n)} \\
& =\operatorname{tr} B
\end{aligned}
$$

Here we used at $(*)$ and above that for $\sigma \neq$ id there are $i \neq j$ with $c_{i \sigma(i)}(0)=$ $c_{j \sigma(j)}(0)=0$, and after $(+)$ we write $P_{\geq 2}(t)$ for a polyomial in $t$ without constant and without a linear term, i. e., one only with monomials of degree $\geq 2$.
(b) For $A \in \operatorname{GL}(n, \mathbb{R})$ we calculate

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}(A+t B) & =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}\left(A \cdot\left(\mathbb{1}+t A^{-1} B\right)\right) \\
& =\left.(\operatorname{det} A) \cdot \frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}\left(\mathbb{1}+t A^{-1} B\right) \\
& =(\operatorname{det} A) \cdot \operatorname{tr}\left(A^{-1} B\right)
\end{aligned}
$$

We conclude

$$
\begin{aligned}
\mathrm{d}_{A} \operatorname{det}(B) & =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}(A+t B) \\
& =(\operatorname{det} A) \cdot \operatorname{tr}\left(A^{-1} B\right)
\end{aligned}
$$

The linear map $\mathrm{d}_{A}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ is surjective as

$$
\mathrm{d}_{A}(A)=(\operatorname{det} A) \operatorname{tr} \mathbb{1}=n \cdot \operatorname{det} A \neq 0 .
$$

Now, we now that $\operatorname{SL}(n, \mathbb{R})$ is a submanifold. Its multiplication is the restriction of the multiplication in $\operatorname{GL}(n, \mathbb{R})$, thus mutiplication is smooth as a map $\left.\mu\right|_{\mathrm{SL}(n, \mathbb{R}) \times \mathrm{SL}(n, \mathbb{R})}: \mathrm{SL}(n, \mathbb{R}) \times \mathrm{SL}(n, \mathbb{R}) \rightarrow \mathrm{GL}(n, \mathbb{R})$. The image of $\left.\mu\right|_{\mathrm{SL}(n, \mathbb{R}) \times \mathrm{SL}(n, \mathbb{R})}$ is a subset of the submanifold $\mathrm{SL}(n, \mathbb{R}) \subset \mathrm{GL}(n, \mathbb{R})$, and this implies the smoothness of $\left.\mu\right|_{\mathrm{SL}(n, \mathbb{R}) \times \operatorname{SL}(n, \mathbb{R})}: \mathrm{SL}(n, \mathbb{R}) \times \operatorname{SL}(n, \mathbb{R}) \rightarrow \mathrm{SL}(n, \mathbb{R})$.

Further we have

$$
\mathbb{T}_{\mathbb{1}} \operatorname{SL}(m \cdot \mathbb{R})=\left\{A \in \mathbb{R}^{n \times n} \mid \operatorname{tr} A=0\right\} .
$$

5.) The groups $\mathrm{SO}(n), \mathrm{O}(n), \mathrm{U}(n)$ and $\mathrm{SU}(n)$ are Lie groups, see Exercise Sheet 1, Exercise 2
6.) If $G$ and $H$ are Lie groups, then $G \times H$ with the product manifold structure and the product group structure

$$
\begin{aligned}
(G \times H) \times(G \times H) & \rightarrow G \times H \\
((\sigma, \tau),(\tilde{\sigma}, \tilde{\tau})) & \mapsto(\sigma \tilde{\sigma}, \tau \tilde{\tau})
\end{aligned}
$$

is again a Lie group.
7.) Let $\Gamma$ be a discrte subgroup of $\mathbb{R}^{n}$, e.g., $\Gamma=\mathbb{Z}^{n}$ or another lattice ${ }^{1}$ or another discrete subgroup. If we equip $\mathbb{R}^{n} / \Gamma$ with the usual addition of equivalence classes, called $\mu$, then $\left(\mathbb{R}^{n} / \Gamma, \mu\right)$ is a Lie group.

Definition 1.3. A homomorphism of Lie groups or a Lie group homomorphism is a smooth map $f: G \rightarrow H$, for $G$ and $H$ Lie grous, that is also a group homomorphism. The map $f$ is a Lie group isomorphism if it is additionally a diffeomorphism, it is a Lie group endomorphism if additionally $G=H$, and it is a Lie group automorphism if $G=H$ and if $f$ is a diffeomorphism. We write $\operatorname{Hom}(G, H), \operatorname{Iso}(G, H), \operatorname{End}(G), \operatorname{Aut}(G)$ for the sets/monoid/groups of such homorphisms.

## Examples 1.4.

1.) The inclusions $\mathrm{SO}(n) \leftrightarrow \mathrm{O}(n), \mathrm{U}(n) \leftrightarrow \mathrm{O}(2 n)$, etc. are Lie group homomorphisms
2.) $\operatorname{det}_{\mathbb{K}} \mathrm{GL}(n, \mathbb{K}) \rightarrow \mathbb{K}_{\neq 0}$ is a Lie group homomorphism for $\mathbb{K}=\mathbb{R}$ and $\mathbb{K}=\mathbb{C}$.
3.) For any $\sigma \in G$, conjugation by $\sigma$

$$
\begin{aligned}
C_{\sigma}: G & \longrightarrow G \\
\tau & \longmapsto \sigma \tau \sigma^{-1}
\end{aligned}
$$

is a Lie group automorphism, and $C \bullet: G \rightarrow \operatorname{Aut}(G), g \mapsto C_{g}$ is a group homomorphism. We obviously have

$$
\begin{equation*}
C_{\sigma}=\ell_{\sigma} \circ r_{\sigma^{-1}}=r_{\sigma^{-1}} \circ \ell_{\sigma} . \tag{1.1}
\end{equation*}
$$

## Remarks 1.5.

1.) If $G$ is a Lie group, one might be tempted to define a Lie subgroup as a subgroup $H$ of $G$ such that $H$ is a submanifold as well. However, this is not what one usually does. One says that $H \subset G$ is a Lie subgroup, if there is a Lie group homomorphism $f: H^{\prime} \rightarrow G$, that is injective and an immersion, such that $H=\operatorname{image}(f)$. For example consider $G=\mathbb{R}^{2} / \mathbb{Z}^{2}$ and $f(t)=[t, \alpha t]$ for some $\alpha \in \mathbb{R} \backslash \mathbb{Q}$. Then $f: \mathbb{R} \rightarrow G$ is an injective immersion and a Lie group

[^0]homomorphism, but $H$ := image $(f)$ is not a submanifold in the usual sense: a submanifold is always a locally closed subset, but $H$ is not a locally closed subset of $G$. This leads in books on Lie group, as e.g., in [7, Definition 1.27 (b)] to a slightly generalized definition of a submanifold, however we do not want to elaborate too much on this.
2.) The closed subgroup theorem, see [7, Theorem 3.42], states: Let $G$ be a Lie group, and let $H$ be a subgroup of $G$ (in the sense of group theory) that is closed as a subset, then $H$ is a submanifold of $G$. It follow any closed subgroup $H$ of $G$ is a Lie group (with induced differentiable structure and induced group structure). Although this result is rather simple to state, the proof is a bit involved. Thus we will not prove it here.

### 1.2 Lie algebras and their homomorphisms

Let us recall the following exercise from last semester:

Exercise 1.6 (Diff. geom. I, Exercise Sheet 7, Exercise 2). Let $F: M \rightarrow N$ be a smooth map between smooth manifolds $M$ and $N$. Let $X, Y$ (resp. $\tilde{X}, \tilde{Y}$ ) be (smooth) vector fields on $M$ (resp. N). We say that $X$ is F-related to $\tilde{X}$ if $d F \circ X=\tilde{X} \circ F$ holds on M.
Show that, if $X$ is $F$-related to $\tilde{X}$ and $Y$ is $F$-related to $\tilde{Y}$, then $[X, Y]$ is $F$-related to $[\tilde{X}, \tilde{Y}]$.

Definition 1.7. A vector field $X \in \mathfrak{X}(G)$ is called left-invariant if for all $\sigma \in G$ we have $\mathrm{d} \ell_{\sigma}(X)=X \circ \ell_{\sigma}$, i. e., if the diagram

commutes. Similarly $X$ is called right-invariant if for all $\sigma \in G$ we have $\mathrm{d} r_{\sigma}(X)=$ $X \circ r_{\sigma}$. If $X$ is left- and right-invariant, we say $X$ is bi-invariant.

Using the language of Exercise 1.6, we see that a vector field $X \in \mathfrak{X}(G)$ is leftinvariant (right-invariant, resp.), if, and only if, it is $\ell_{\sigma}$-related ( $r_{\sigma}$-related, resp.) to itself for any $\sigma \in G$.

## Remarks 1.8.

1.) For any $X_{0} \in T_{\mathbb{1}} G$ there is a unique left-invariant vector field $X \in \mathfrak{X}(G)$ with $\left.X\right|_{\mathbb{1}}=X_{0}$. The uniqueness follows from the calculation

$$
\begin{equation*}
\left.X\right|_{\sigma}=X \circ \ell_{\sigma}(\mathbb{1})=\left(\mathrm{d} \ell_{\sigma} \circ X\right)(\mathbb{1})=\mathrm{d} \ell_{\sigma}\left(\left.X\right|_{\mathbb{1}}\right)=\mathrm{d} \ell_{\sigma}\left(X_{0}\right) . \tag{1.2}
\end{equation*}
$$

On the other hand if we use (1.2) to define $X$, i.e., if we set $\left.X\right|_{\sigma}:=\mathrm{d} \ell_{\sigma}\left(X_{0}\right)$, then this vector field is the composition

$$
\begin{aligned}
& G \xrightarrow{\left(\mathrm{id}, X_{0}\right)} G \times T G \longrightarrow T G \\
& \sigma \longmapsto\left(\sigma, X_{0}\right) \longmapsto \mathrm{d} \ell_{\sigma}\left(X_{0}\right)
\end{aligned}
$$

which is obviously smooth in $\sigma$. In order to show that the vector field $X$ thus obtained is left-invariant we calculate for any fixed $\tau \in G$

$$
X \circ \ell_{\tau}(\sigma)=\left.X\right|_{\tau \sigma} \stackrel{(\text { deff }}{=} \mathrm{d} \ell_{\tau \sigma}\left(X_{0}\right) \stackrel{(\star)}{=} \mathrm{d} \ell_{\tau}\left(d \ell_{\sigma}\left(X_{0}\right)\right) \stackrel{(\text { def) }}{=} \mathrm{d} \ell_{\tau}(X \mid \sigma)
$$

where we used the chain rule $\mathrm{d}(f \circ g)=(\mathrm{d} f) \circ(\mathrm{d} g)$ at $(*)$, and thus we have $X \circ \ell_{\tau}=\mathrm{d} \ell_{\tau} \circ X$ for all $\tau \in G$.
2.) The analogous statement holds as well if we replace left-invariance by rightinvariance.
3.) With Exercise 1.6 we see: if $X, Y \in \mathfrak{X}(G)$ are left-invariant (right-invariant, resp.) vector fields, then $[X, Y]$ is also left-invariant (right-invariant, resp.)

Definition 1.9 (Lie bracket on the Lie algebra). Let $G$ be a Lie group with Lie algebra $T_{\mathbb{1}} G$. The vectors $X_{0}, Y_{0} \in T_{\mathbb{1}} G$ are extended to left-invariant vector fields $X$ and $Y$. We define

$$
\left[X_{0}, Y_{0}\right]:=\left.[X, Y]\right|_{\mathbb{1}} .
$$

This defines a bilinear map $[\bullet, \bullet]: T_{\mathbb{1}} G \times T_{\mathbb{1}} G \rightarrow T_{\mathbb{1}} G$, called the Lie bracket on the Lie algebra $T_{1} G$ of $G$.

The pair $\left(T_{\mathbb{1}} G,[\bullet, \cdot]\right)$ satisfies the defining properties of a Lie algebra over $\mathbb{R}$, which are defined as follows:

Definition 1.10 (Abstract Lie algebra). Let $K$ be a field and $\mathfrak{g}$ a $K$ vector space. A bilinear map $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ is called $a$ Lie bracket on $\mathfrak{g}$ if it satisfied
(i) Alternation: for all $x \in \mathfrak{g}$ we have $[x, x]=0$
(ii) Jacobi identity: for all $x, y, z \in \mathfrak{g}$ we have

$$
[[x, y], z]+[[y, z], x]+[[z, x], y]=0 .
$$

The pair $(\mathfrak{g},[\bullet, \cdot])$ is then called $a$ Lie algebra (over $K$ ).
If the characteristic of $K$ is not $2-$ and the field $K=\mathbb{R}$ we are interested in the case that $K$ is of characteristic $0-$, then condition (i) is equivalent to
(i') Antisymmetry: for all $x, y \in \mathfrak{g}$ we have $[x, y]=-[y, x]$.
(In characteristic 2 (i') still implies (i), but the converse is no longer true.)
A Lie subalgebra of $\mathfrak{g}$ is a linear subspace of $\mathfrak{g}$ that is closed under the Liebracket, i. e., then it is itself a Lie algebra.

It is obvious that the Lie bracket on $T_{\mathbb{1}} G$ defined in Definition 1.9 satisfies (i') (or equivalently (i)). The Jacobi identity follows immediately in this situation from Exercise 1.6.

Usually for a Lie group the associated Lie algebra, viewed as a vector space with Lie bracket, is denoted by the the associated small fraktur (= gothic) letters, e.g.,

| Lie group | $G$ | $H$ | $\mathrm{GL}(n, \mathbb{R})$ | $\mathrm{O}(n)$ | $\mathrm{SO}(n)$ | $\mathrm{GL}(n, \mathbb{C})$ | $\mathrm{U}(n)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lie algebra | $\mathfrak{g}$ | $\mathfrak{h}$ | $\mathfrak{g l}(n, \mathbb{R})$ | $\mathfrak{o}(n)$ | $\mathfrak{s o}(n)$ | $\mathfrak{g l}(n, \mathbb{C})$ | $\mathfrak{u}(n)$ |

We also will often write $\operatorname{Lie}(G)$ for the Lie algebra of $G$, e.g., $\mathfrak{g}=\operatorname{Lie}(G), \mathfrak{h}=$ Lie $(H)$, etc.

## Examples 1.11.

1.) If we consider $G:=\mathbb{R}^{n}$ as a Lie group with $\mu(x, y)=x+y$, then the left-invariant vector fields are the constant ones. As the Lie bracket of constant vector fields vanishes, the Lie bracket on the Lie algebra is the zero map $0: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. Thus the Lie algebra is $\left(\mathbb{R}^{n}, 0\right)$.
2.) Let $V$ be a finite-dimensional real vector space. We denote the vector space automorphisms of $V$ by $\mathrm{GL}(V)$. By choosing a basis of $V$, and identify $V \cong \mathbb{R}^{n}$,
$\mathrm{GL}(V) \cong \mathrm{GL}(n, \mathbb{R})$ we get a Lie group structure on $\mathrm{GL}(V)$, independent of the choice of basis above. Let us write $\operatorname{End}_{\operatorname{lin}}(V)$ for the vector space endomorphisms of $V$. We have $\mathrm{GL}(V)=\operatorname{det}^{-1}(\mathbb{R} \backslash\{0\})$ for det: $\operatorname{End}_{\operatorname{lin}}(V) \rightarrow \mathbb{R}$, thus $\operatorname{GL}(V)$ is open in $\operatorname{End}_{\text {lin }}(V)$. We obtain $\mathfrak{g l}(V):=T_{\text {id }} \mathrm{GL}(V) \cong \operatorname{End}_{\operatorname{lin}}(V)$.

The left-invariant extension of $X_{0} \in T_{\mathrm{id}} \mathrm{GL}(V) \cong \operatorname{End}_{\operatorname{lin}}(V)$ is $\left.X\right|_{A}:=A \mapsto$ $A \circ X_{0} \in T_{A} \mathrm{GL}(V) \cong \operatorname{End}_{\operatorname{lin}}(V), X \in \mathfrak{X}(\operatorname{GL}(V))$. We proceed similarly for $Y_{0} \in T_{\text {id }} \mathrm{GL}(V)$ and $Y \in \mathfrak{X}(\operatorname{GL}(V))$. Then

$$
\begin{aligned}
\left.\partial_{X} Y\right|_{A} & =\left.A \circ \partial_{X_{0}}\right|_{A}\left(B \mapsto B \circ Y_{0}\right)=A \circ X_{0} \circ Y_{0} \\
\left.\partial_{Y} X\right|_{A} & =\left.A \circ \partial_{Y_{0}}\right|_{A}\left(B \mapsto B \circ X_{0}\right)=A \circ Y_{0} \circ X_{0} \\
{\left.[X, Y]\right|_{A} } & =\left.\partial_{X} Y\right|_{A}-\left.\partial_{Y} X\right|_{A}=A \circ\left(X_{0} \circ Y_{0}-Y_{0} \circ X_{0}\right) \\
{\left[X_{0}, Y_{0}\right] } & =\left.[X, Y]\right|_{i d}=X_{0} \circ Y_{0}-Y_{0} \circ X_{0} .
\end{aligned}
$$

Thus the Lie algebra structure on $T_{\text {id }} \mathrm{GL}(V) \cong \operatorname{End}_{\text {lin }}(V)$ is given by $\left(X_{0}, Y_{0}\right) \mapsto_{0}$ $\circ Y_{0}-Y_{0} \circ X_{0}$, i. e., $[\bullet, \bullet]$ is the usual commutator in $\operatorname{End}_{\operatorname{lin}}(V)$, usually denoted by $[\bullet, \bullet]$ as well.

Definition 1.12 (Lie algebra homomorphism). Let $\left(\mathfrak{g},[\cdot, \bullet]_{\mathfrak{g}}\right)$ and $\left(\mathfrak{h},[\bullet, \bullet]_{\mathfrak{h}}\right)$ be Lie algebras. A homomorphism of Lie algebras or $a$ Lie algebra homomorphism is a linear map $f: \mathfrak{g} \rightarrow \mathfrak{h}$ such that for all $x, y \in \mathfrak{g}$ :

$$
f\left([x, y]_{\mathfrak{g}}\right)=[f(x), f(y)]_{\mathfrak{h}} .
$$

Writing $\mathfrak{g}$ for $\left(\mathfrak{g},[\cdot, \cdot]_{\mathfrak{g}}\right)$ and $\mathfrak{h}$ for $\left(\mathfrak{h},[\cdot, \cdot]_{\mathfrak{h}}\right)$, we denote by $\operatorname{Hom}(\mathfrak{g}, \mathfrak{h})$ the set of all Lie algebra homomorphisms. And similarly to Definition 1.3 we define isomorphisms, endomorphisms, automorphisms and $\operatorname{Iso}(\mathfrak{g}, \mathfrak{h}), \operatorname{End}(\mathfrak{g})$ and $\operatorname{Aut}(\mathfrak{g})$.

Proposition 1.13. Let $G$ and $H$ be Lie groups and let $f: G \rightarrow H$ be a Lie group homomorphism. Then

$$
\mathrm{d}_{\mathbb{1}} f: \mathfrak{g} \rightarrow \mathfrak{h}
$$

is a Lie algebra homomorphism.

Proof: Assume $X_{0}, Y_{0} \in \mathfrak{g}$. We extend $X_{0}$ (resp. $Y_{0}$ ) to a left-invariant vector field $X \in \mathfrak{X}(G)$ (resp. $Y \in \mathfrak{X}(G)$ ), i. e., $\left.X\right|_{\sigma}=\mathrm{d}_{\mathbb{1}} \ell_{\sigma}\left(X_{0}\right)$ for all $\sigma \in G$. Also extend $\widehat{X}_{0}:=\mathrm{d}_{\mathbb{1}} f\left(X_{0}\right) \in \mathfrak{h}$ to a left-invariant vector field $\widehat{X} \in \mathfrak{X}(H)$, and define similarly $\widehat{Y}_{0}$ and $\widehat{Y}$. Thus $\left.\widehat{X}\right|_{\sigma}=\mathrm{d}_{\mathbb{\Perp}} \ell_{\sigma}\left(\widehat{X}_{0}\right)$ for all $\sigma \in H$.

For $\sigma, \tau \in G$ we have $\left(f \circ \ell_{\sigma}\right)(\tau)=f(\sigma \tau)=f(\sigma) f(\tau)=\ell_{f(\sigma)}(f(\tau))$, thus $f \circ \ell_{\sigma}=$ $\ell_{f(\sigma)} \circ f$. We calculate for $\sigma \in G$.

$$
\begin{aligned}
\left(\mathrm{d}_{\sigma} f\right)\left(\left.X\right|_{\sigma}\right) & =\left(\mathrm{d}_{\sigma} f \circ \mathrm{~d}_{\mathbb{1}} \ell_{\sigma}\right)\left(X_{0}\right)=\mathrm{d}_{\mathbb{\mathbb { }}}\left(f \circ \ell_{\sigma}\right)\left(X_{0}\right) \\
& =\mathrm{d}_{\mathbb{1}}\left(\ell_{f(\sigma)} \circ f\right)\left(X_{0}\right)=\mathrm{d}_{\mathbb{1}} \ell_{f(\sigma)} \circ \mathrm{d}_{\mathbb{1}} f\left(X_{0}\right) \\
& =\mathrm{d}_{\mathbb{1}} \ell_{f(\sigma)} \widehat{X}_{0}=\left.\widehat{X}\right|_{f(\sigma)} .
\end{aligned}
$$

As a result $\mathrm{d} f \circ X=\widehat{X} \circ f$. And similarly we get $\mathrm{d} f \circ Y=\widehat{Y} \circ f$. Thus we have just shown that

commutes. This means that $X$ resp. $Y$ is $f$-related to $\widehat{X}$ resp. $\widehat{Y}$ - in the language of Exercise 1.6. It follows from this exercise that $[X, Y]$ is also $f$-related to $[\widehat{X}, \widehat{Y}]$. Thus

$$
\begin{aligned}
\mathrm{d}_{\mathbb{1}} f\left(\left[X_{0}, Y_{0}\right]\right) & =\left.(\mathrm{d} f \circ[X, Y])\right|_{\mathbb{1}} \\
& =\left.([\widehat{X}, \widehat{Y}] \circ f)\right|_{\mathbb{1}}=\left.[\widehat{X}, \widehat{Y}]\right|_{\mathbb{1}} \\
& =\left[\widehat{X}_{0}, \widehat{Y}_{0}\right]=\left[\mathrm{d} f_{\mathbb{1}}\left(X_{0}\right), \mathrm{d} f_{\mathbb{1}}\left(Y_{0}\right)\right]
\end{aligned}
$$

which is the statement of the proposition.

Corollary of Proposition 1.13. Assume that $V$ is a finite-dimensional real vector space. Let $G$ be a subgroup and submanifold of GL(V). Let $\mathfrak{g}$ be the Lie algebra of $G$. Then the Lie-bracket on $\mathfrak{g}$ is the commutator bracket on $\operatorname{End}(V)$.

Proof: We have seen in Example 1.11 2.) that the Lie bracket on $\mathfrak{g l}(V)$ is the commutator bracket of $\operatorname{End}_{\operatorname{lin}}(V)$. The Lie group homomorphism $i: G \rightarrow \operatorname{GL}(V)$ induces an injective Lie algebra homomorphism $\mathrm{d} i: \mathfrak{g} \rightarrow \mathfrak{g l}(V)$, thus $\mathfrak{g}$ the Lie brackt of $\mathfrak{g l}(V)$ restricts to the one on $\mathfrak{g}$.

### 1.3 Adjoint representations

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}=T_{\mathbb{1}} G$. For a given $\sigma \in G$ we differentiate $C_{\sigma}: G \rightarrow G$ at $\mathbb{1}$ and we obtain $\operatorname{Ad}_{\sigma}:=\mathrm{d}_{\mathbb{1}} C_{\sigma}: \mathfrak{g} \rightarrow \mathfrak{g}$, which is obviously a linear map. For $\sigma, \tau \in G$ differentiating $C_{\sigma \tau}=C_{\sigma} \circ C_{\tau}$ implies $\operatorname{Ad}_{\sigma \tau}=\operatorname{Ad}_{\sigma} \circ \operatorname{Ad}_{\tau}$.

Lemma 1.14. For $\sigma \in G$ the map $\operatorname{Ad}_{\sigma}: \mathfrak{g} \rightarrow \mathfrak{g}$ is a Lie algebra automorphism.

Proof: Apply Proposition 1.13 to the Lie group homomorphism $C_{\sigma}: G \rightarrow G$.

Definition 1.15 (The adjoint representation of a Lie group). The group homomorphism obtained this way

$$
\operatorname{Ad}: G \rightarrow \operatorname{Aut}(\mathfrak{g})
$$

is called the adjoint representation of the Lie group $G$.

## Remarks 1.16.

1.) One can show that $\operatorname{Aut}(\mathfrak{g})$ is itself a Lie-group, in fact a Lie subgoup of the group $\operatorname{GL}(\mathfrak{g})$ of vector space automorphisms.
2.) The Lie algebra of $\operatorname{Aut}(\mathfrak{g})$ is the Lie algebra $\operatorname{Der}(\mathfrak{g})$ of derivations of $\mathfrak{g}$. A linear map $D: \mathfrak{g} \rightarrow \mathfrak{g}$, where $\mathfrak{g}$ is a Lie algebra, is called a derivation of $\mathfrak{g}$, if for all $x, y \in \mathfrak{g}$ we have

$$
D([x, y])=[D(x), y]+[x, D(y)] .
$$

Thus we have $\mathfrak{a u t}(\mathfrak{g})=\operatorname{Der}(\mathfrak{g})$.
We will not prove these statements here, as they will not be used in what follows and they are easier to prove later.

Definition 1.17 (The adjoint representation of a Lie algebra). The differential at $\mathbb{1}$ of Ad: $G \rightarrow \operatorname{GL}(\mathfrak{g})$, namely

$$
\operatorname{ad}:=\mathrm{d}_{\mathbb{1}} \operatorname{Ad}: \mathfrak{g} \rightarrow \mathfrak{g l}(\mathfrak{g}), \quad X \mapsto \operatorname{ad}_{X}=\mathrm{d}_{\mathbb{1}}\left(\sigma \mapsto \operatorname{Ad}_{\sigma}\right)(X)
$$

is called the adjoint representation of the Lie algebra $\mathfrak{g}$.

Accoding to Remarks 1.16 the adjoint representation of a Lie algebra is in fact a

Lie algebra homomorphism

$$
\operatorname{ad}: \mathfrak{g} \rightarrow \mathfrak{a u t}(\mathfrak{g})=\operatorname{Der}(\mathfrak{g})
$$

Lemma 1.18. Let $\mathfrak{g}$ be the Lie algebra of a Lie group. Then the adjoint map ad satisfies. $\operatorname{ad}_{X}(Y)=[X, Y]$

The proof will be given later.

### 1.4 The exponential map

In the following $t \in \mathbb{R}$, so $\partial_{t}:=\frac{\mathrm{d}}{\mathrm{d} t}$ is the positively oriented vector field on $\mathbb{R}$ of constant length 1 . For a smooth map $f: \mathbb{R} \rightarrow M$ we also write $\dot{f}(t)=\mathrm{d} f\left(\left.\partial_{r}\right|_{t}\right)$. We write $\operatorname{Diff}(M)$ for the group of diffeomorphisms of $M$.

Definition 1.19. Let $M$ be a manifold and $X \in \mathfrak{X}(M)$. A curve $\gamma: I \rightarrow M$ is called integral curve of $X$ or flow line of $X$, if for all $t \in I$ we have

$$
\dot{\gamma}(t)=\left.X\right|_{\gamma(t)}
$$

The theorem of Picard-Lindelöf implies: For any $p \in M$ there is an integral curve $\gamma_{p}$ of $X$ with $\gamma_{p}(0)=p$ and we assume that $\gamma_{p}$ is defined on its maximal domain $I_{p}$, and this maximal solution is unique. We say that $X$ is complete if $I_{p}=\mathbb{R}$ for all $p \in M$. We also define $\Phi_{t}^{X}(p):=\gamma_{p}(t)$. Thus if $X$ is complete, then we have a group homomorphism $\Phi_{\bullet}^{X}: \mathbb{R} \rightarrow \operatorname{Diff}(M), t \mapsto \Phi_{t}^{X}$, called the flow of $X$.

We encourage the reader to check that $t \mapsto \Phi_{t}^{X}$ is indeed a group homomorphism.

Lemma 1.20. For a left-invariant vector field $X$ on a Lie group we have:
(1) $X$ is complete,
(2) If $\gamma$ is an integral curve of $X$, and $\sigma \in G$, then $\ell_{\sigma} \circ \gamma$ is an integral curve of $X$ as well,
(3) $\Phi_{t}^{X}(\sigma \tau)=\sigma \Phi_{t}^{X}(\tau)$ for $t \in \mathbb{R}, \sigma, \tau \in G$.
(4) $\Phi_{t}^{\lambda X}=\Phi_{\lambda t}^{X}$ for all $\lambda, t \in \mathbb{R}$.

In the proof we use the conventions $\infty+t:=\infty$ and $-\infty+t=-\infty$ for all $t \in \mathbb{R}$.

Proof: Let $G$ be a Lie group and let $X \in \mathfrak{X}(G)$ be a left-invariant vector field. Consider the integral curve $\gamma_{\mathbb{1}}: I_{\mathbb{1}} \rightarrow G$, with $\gamma_{\mathbb{1}}(0)=\mathbb{1}, I_{\mathbb{1}}=(\alpha, \omega)$. For any $\sigma \in G$ we calculate that the curve $\ell_{\sigma} \circ \gamma_{\mathbb{1}}$ is also an integral curve of $X$ :

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\ell_{\sigma} \circ \gamma_{\mathbb{1}}(t)\right)=\mathrm{d} \ell_{\sigma}\left(\dot{\gamma}_{\mathbb{1}}(t)\right)=\mathrm{d} \ell_{\sigma}\left(\left.X\right|_{\gamma_{\mathbb{1}}(t)}\right)=\left.X\right|_{\ell_{\sigma} \circ \gamma_{\mathbb{1}}(t)} .
$$

Thus $\gamma_{\sigma}:=\ell_{\sigma} \circ \gamma_{\mathbb{1}}:(\alpha, \omega) \rightarrow G$ is the intergral curve with $\gamma_{\sigma}(0)=\sigma$. This already shows (2).

Now for $t_{0} \in(\alpha, \omega)$ we have

$$
\gamma_{\mathbb{1}}\left(t_{0}\right)=\gamma_{\gamma\left(t_{0}\right)}\left(t_{0}-t_{0}\right),
$$

thus $\gamma_{\mathbb{1}}$ and $\gamma_{\gamma_{1}\left(t_{0}\right)}\left(\cdot-t_{0}\right)$ coincide, including their maximal domains. Hence $(\alpha, \omega)=$ $\left(\alpha+t_{0}, \omega+t_{0}\right)$, hence $\alpha=-\infty$ and $\omega=\infty$. This proves the completeness, i. e., (1).

The statement (3) follows from the facts that both $t \mapsto \Phi_{t}^{X}(\sigma \tau)$ and $t \mapsto \sigma \Phi_{t}^{X}(\tau)$ are integral lines for $X$ and that they coincide for $t=0$.

In the notation above, and for any $\sigma \in G$ we have $\Phi_{\lambda t}^{X}(\sigma)=\gamma_{\sigma}(\lambda t)$. We calculate with the chain rule

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \gamma_{\sigma}(\lambda t)=\lambda \dot{\gamma}_{\sigma}(\lambda t)=\lambda\left(\left.X\right|_{\gamma_{\sigma}(\lambda t)}\right)=\left.(\lambda X)\right|_{\gamma_{\sigma}(\lambda t)}
$$

Thus $\mapsto \Phi_{\lambda t}^{X}(\sigma)$ is the integral curve of $\lambda X$ that attains $\sigma$ for $t=0$. Thus, by definition of $\Phi_{t}^{\lambda X}$, we have (4).

Definition 1.21. A homomorphism $f: \mathbb{R} \rightarrow G$ is called a 1-parameter subgroup of $G$.

Remark. Note that in general $f(\mathbb{R})$ is in general not a submanifold (in the usual sense $^{2}$ ) of $G$, but it is a submanifold in the generalized sense of [7], see Remark 1.5 1.). This explains the usage of the word "subgroup".

Proposition 1.22. Let $G$ be a Lie group. Then the 1-parameter subgroups are the integral curves of some left-invariant vector field through $\mathbb{1}$. More precisely:
(1) Let $f: \mathbb{R} \rightarrow G$ be a 1-parameter subgroup, and take the left-invariant vector field $X \in \mathfrak{X}(G)$ such that $\dot{f}(0)=\left.X\right|_{\mathbb{1}}$. Then $f$ is the integral curve of $X$ with $f(0)=\mathbb{1}$.

[^1](2) Let $X$ be a left-invariant vector field and $f: \mathbb{R} \rightarrow G$ an integral curve of $X$ with $f(0)=\mathbb{1}$. Then $f$ is a 1 -parameter subgroup.

It follows, that two 1-parameter subgroups $f_{1}, f_{2}: \mathbb{R} \rightarrow G$ coincide if and only if $\dot{f}_{1}(0)=\dot{f}_{2}(0)$.

## Proof:

"(1)": Obviously $f(0)=\mathbb{1}$. As $f$ is a homomorphism $f(t+\bullet)=\ell_{f(t)} \circ f$. Thus

$$
\dot{f}(t)=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0} f(t+\bullet)=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0} \ell_{f(t)} \circ f=\mathrm{d} \ell_{f(t)}(\dot{f}(0))=\mathrm{d} \ell_{f(t)}\left(\left.X\right|_{\mathbb{I}}\right)=\left.X\right|_{f(t)}
$$

Thus $f$ is an integral curve of $X$.
"(2)": Obviously $f$ is smooth. It is defined on $\mathbb{R}$ due to Lemma 1.20 (1). By definition of the flow we have $f(t)=\Phi_{t}^{X}(\mathbb{1})$, and thus we calculate, using Lemma 1.20 (1) at (*)

$$
f(t+s)=f(s+t)=\Phi_{s+t}^{X}(\mathbb{1})=\Phi_{s}^{X}\left(\Phi_{t}^{X}(\mathbb{1})\right)=\Phi_{s}^{X}(f(t)) \stackrel{(\star)}{=} f(t) \Phi_{s}^{X}(\mathbb{1})=f(t) f(s) .
$$

Thus $f$ is a Lie group homomorphism.

Definition 1.23. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. We write $X$ for the left-invariant vector field extending $X_{0} \in \mathfrak{g}$. The exponential map exp is defined as the map

$$
\exp : \mathfrak{g} \rightarrow G, \quad X_{0} \mapsto \Phi_{1}^{X}(\mathbb{1}) .
$$

WARNING. This exponential map is in general not the same as the Riemannian exponential map, even if we know that the metric is left- or right-invariant. ${ }^{3}$. As a consequence this map is also called the Lie group exponential map in order to distinguish it from the (semi-)Riemannian exponential map. It does however as will be shown in the exercises - coincide with the Riemannian one for bi-invariant metrics on Lie groups.

Theorem 1.24 (Properties of the exponential map). Let $G$ be a Lie group with Lie algebra $f g$, and $X \in \mathfrak{g}, t, s \in \mathbb{R}$. Then we have

[^2](1) $\exp$ is smooth and with our usual identification $T_{0} \mathfrak{g} \cong \mathfrak{g}$, its differential $\mathrm{d}_{0} \exp$ is the identity of $\mathfrak{g}$. As a consequence there is an open neighborhood $U$ of 0 , such that $\left.\exp \right|_{U}: U \rightarrow \exp (U)$ is a parametrization.
(2) $\exp (t X)=\Phi_{t}^{X}(\mathbb{1})$
(3) $t \mapsto \exp (t X)=: f_{X}(t), \mathbb{R} \rightarrow G$ is a 1-parameter subgroup of $G$ and any 1parameter subgroup is of that form for some $X \in \mathfrak{g}$. Furthermore $\dot{f}_{X}(0)=X$.
(4) The integral curves of the left-invariant vector field associated to $X$ are, the curves $t \mapsto \sigma \exp (t X)$ for $\sigma \in G$
(5) If $\bar{X}$ is the left-invariant vector that extends $X \in \mathfrak{g}$, then for all $t \in \mathbb{R}$ we have
$$
\Phi_{t}^{\bar{X}}=r_{\exp (t X)} .
$$

## Proof:

"(1)": The smoothness of exp follows from the smooth dependence on the initial conditions in the theorem of Picard-Lindelöf. We calculate for the left-invariant vector fields $\bar{X} \in \mathfrak{X}(G)$ extending $X \in \mathfrak{g}$.

$$
\left(\mathrm{d}_{\mathbb{1}} \exp \right)(X)=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0}(\exp (t X))=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \Phi_{t}^{\bar{X}}(\mathbb{1})=\left.\bar{X}\right|_{\mathbb{1}}=X .
$$

Thus $\mathrm{d}_{\mathbb{1}} \exp =\mathrm{id}_{\mathfrak{g}}$.
"(2)": It follows from Lemma 1.20 (4) that $\exp (t X)=\Phi_{1}^{t X}(\mathbb{1})=\Phi_{t}^{X}(\mathbb{1})$.
"(3)": This immediately follows from Proposition 1.22.
"(4)": The integral curves in this item are $t \mapsto \Phi_{t}^{X}(\sigma)$ and we have seen in Lemma 1.20 (4) that $\Phi_{t}^{X}(\sigma)=\ell_{\sigma}\left(\Phi_{t}^{X}(\mathbb{1})\right)=\ell_{\sigma} \circ \exp (t X)$.
(5) immediately follows from (4) and the definition of $\Phi_{t}^{\bar{X}}$.

Example 1.25 (Exponential map of matrix groups). We consider again the Lie group $\mathrm{GL}(V)$ for a finite-dimensional real vector space $V$. We have already seen in Example 1.11 2.) that the left-invariant extension of $X_{0} \in \mathfrak{g}$ is $X \in \mathfrak{X}(\operatorname{GL}(V))$ with $\left.X\right|_{A}=A \cdot X_{0}, A \in \mathrm{GL}(V)$.

For $A \in \mathfrak{g l}(V)$ we know from the theory of ordinary differential equations, that
the series

$$
\begin{equation*}
\operatorname{EXP}(A):=\sum_{i=0}^{\infty} \frac{1}{i!} A^{i} \tag{1.3}
\end{equation*}
$$

converges (uniformly on compact sets and also all derivatives converge uniformly on compact sets). We obtain a map EXP: $\mathfrak{g l}(V) \rightarrow \mathrm{GL}(V)$ such that for $t, s \in \mathbb{R}$, $A \in \mathfrak{g l}(V)$

$$
\operatorname{EXP}((t+s) A)=\operatorname{EXP}(t A) \operatorname{EXP}(s A), \quad \operatorname{EXP}(0)=\mathbb{1}, \quad \operatorname{EXP}(-A)=\operatorname{EXP}(A)^{-1}
$$

Thus $t \mapsto \operatorname{EXP}(t A)$ a 1-parameter subgroup, and

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{EXP}(t A)=A
$$

It follows from Proposition 1.24 (3) that $\operatorname{EXP}(A)=\exp (A)$. So we will write $\exp$ instead of EXP from now on. The same holds if $G$ is a submanifold and subgroup of GL( $V$ ).

Furthermore from the theory of ordinary differential equations we know that for $t \in \mathbb{R}, A, B \in \mathfrak{g l}(V), M \in \operatorname{GL}(V)$ we have

$$
\begin{align*}
& \exp \left(M A M^{-1}\right)=M \exp (A) M^{-1}  \tag{1.4}\\
& \exp (A+B)=\exp (A) \exp (B)=\exp (B) \exp (A), \text { if }[A, B]=0  \tag{1.5}\\
& \frac{\mathrm{~d}}{\mathrm{~d} t}(\exp (t A))=\exp (t A) A=A \exp (t A) \tag{1.6}
\end{align*}
$$

We would like to have similar properties in adapted form for arbitrary Lie groups. We already have an adapted form of the first equality of (1.6) which is the equation

$$
\frac{\mathrm{d}}{\mathrm{~d} t}(\exp (t X))=\left(\mathrm{d} \ell_{\exp (t X)}\right)(X)
$$

i. e., $t \mapsto \exp (t X)$ is an integral curve of the left-invariant extension of $X$.

Lemma 1.26. Let $G$ be a Lie group, $\mathfrak{g}=\operatorname{Lie}(G), X \in \mathfrak{g}, t \in \mathbb{R}$. Then

$$
\operatorname{Ad}_{\exp (t X)}(X)=X
$$

Proof: One easily checks $C_{\exp (t X)}(\exp (t X))=\exp (t X)$. If we derive this at $t=0$ one gets the equation stated in the lemma.
It immediately follows that $\left(\mathrm{d} \ell_{\exp (t X)}\right)(X)=\left(\mathrm{d} r_{\exp (t X)}\right)(X)$, and we get the following corollary that generalizes (1.6).

## Corollary 1.27.

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}(\exp (t X))=\left(\mathrm{d} \ell_{\exp (t X)}\right)(X)\right)=\left(\mathrm{d} r_{\exp (t X)}\right)(X)
$$

Lemma 1.28. If $f: G \rightarrow H$ is a homomorphism of Lie groups. Let $\exp ^{G}: \mathfrak{g} \rightarrow G$ and $\exp ^{H}: \mathfrak{h} \rightarrow H$ be the exponential maps of $G$ and $H$. Then the diagram

commutes, i.e., $f \circ \exp ^{G}=\exp ^{H} \circ \mathrm{~d}_{\mathbb{1}} f$.
Proof: Let $X \in \mathfrak{g}$. Then $t \mapsto \exp ^{G}(t X)$ is a 1-parameter subgroup of $G$. Thus $t \mapsto f \circ \exp ^{G}(t X)$ is a 1-parameter subgroup of $G$. We calculate

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} f \circ \exp ^{G}(t X)=\mathrm{d}_{\mathbb{\Perp}} f\left(\left.\frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=0} \exp ^{G}(t X)\right)=\mathrm{d}_{\mathbb{\Perp}} f(X) .
$$

Thus this is the 1 -parameter subgroup $t \mapsto \exp ^{H}\left(t \mathrm{~d}_{\mathbb{1}} f(X)\right)$, i. e., $f \circ \exp ^{G}(t X)=$ $\exp ^{H}\left(t \mathrm{~d}_{\mathbb{1}} f(X)\right)$ for all $t \in \mathbb{R}$ which implies the statement.

As a corollary we get the Lie group analogon of equation (1.4):
Corollary 1.29. For a Lie $G$ and $\sigma \in G$ we get $C_{\sigma} \circ \exp =\exp \circ \operatorname{Ad}_{\sigma}$, i.e., the diagram

commutes.

Proof: Apply Lemma 1.28 to $H=G, f=C_{\sigma}$ and thus $\mathrm{d}_{\mathbb{1}} f=\operatorname{Ad}_{\sigma}$.

### 1.5 Proof of Lemma 1.18

We now provide the proof of Lemma 1.18 which is still missing.
Let us recall the following exercise from last semester:
Exercise 1.30 (Diff. geom. I, Exercise Sheet 6, Exercise 4 with changed notation). Let $M$ be a smooth, not necessarily compact, manifold. Given a 1-parameter group of diffeomorphisms $\varphi: M \times \mathbb{R} \rightarrow M,(x, t) \mapsto \varphi_{t}(x)$ on $M$, i.e., $\varphi$ is smooth with $\varphi_{0}=\operatorname{Id}_{M}$ and $\varphi_{t} \circ \varphi_{s}=\varphi_{t+s}$ for all $s, t \in \mathbb{R}$. Let $\xi$ be the associated tangent vector field on $M$, defined as

$$
\left.\xi\right|_{x}:=\left.\frac{d}{d t}\right|_{t=0}\left(\varphi_{t}(x)\right)
$$

see also Diff. geom. I, Exercise Sheet 5, Exercise 3. Show that, for any smooth tangent vector field $Y$ on $M$ and point $p \in M$ it is

$$
\left.\left.\frac{d}{d t}\right|_{t=0}\left(\left(\varphi_{t}\right)_{*} \eta\right)\right|_{p}=-\left.[\xi, \eta]\right|_{p},
$$

where, for any diffeomorphism $\psi: M \rightarrow M$, the term $\psi_{*} \eta$ denotes the pushforward tangent vector field of $\eta$ defined by $\psi_{*} \eta:=\mathrm{d} \psi \circ \eta \circ \psi^{-1}$.

Proof of Lemma 1.18: ${ }^{4}$ Let $X, Y \in \mathfrak{g}$ with left-invariant extensions $\bar{X}$ and $\bar{Y}$. At first, we calculate for $t \in \mathbb{R}$ :

$$
\begin{aligned}
\operatorname{Ad}_{\exp (t X)}(Y) & =\left.\mathrm{d} r_{\exp (-t X)} \circ \mathrm{d} \ell_{\exp (t X)}(\bar{Y})\right|_{\mathbb{1}} \\
& =\left.\mathrm{d} r_{\exp (-t X)}(\bar{Y})\right|_{\exp (t X)} \\
& \left.\stackrel{(\star)}{=} \mathrm{d} \Phi_{-t}^{\bar{X}}(\bar{Y})\right|_{\Phi_{-t}^{X}(\mathbb{1})} \\
& \left.\stackrel{(+)}{=}\left(\Phi_{-t}^{\bar{X}}\right)\right)\left._{*}(\bar{Y})\right|_{\mathbb{1}}
\end{aligned}
$$

where we used at $(*)$ Proposition (1) (5), and where we used at ( + ) the pushforward of vector fields from the preceding exercise. We derive this with respect to $t$ at $t=0$, and use the results of the exercise above at ( $\dagger$ ) for $\xi=-\bar{X}, \eta=\bar{Y}$ and $\varphi_{t}=\Phi_{-t}^{\bar{X}}$. This gives

$$
\begin{aligned}
\operatorname{ad}_{X} Y & =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{Ad}_{\exp (t X)}(Y) \\
& =\left.\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0}\left(\Phi_{-t}^{\bar{X}}\right)_{*}(\bar{Y})\right|_{\mathbb{1}}
\end{aligned}
$$

[^3]$$
\left.\stackrel{(\mathrm{t})}{=}[\bar{X}, \bar{Y}]\right|_{\mathbb{1}}=[X, Y]
$$

### 1.6 Commuting elements in Lie groups and Lie algebras

Definition 1.31. Two elements $\sigma, \tau \in G$ in a Lie group commute, if $\sigma \tau=\tau \sigma$. Two elements $X, Y \in \mathfrak{g}$ in a Lie algebra commute, if $[x, y]$.

We want to relate commutativity in a Lie group to commutativity in its Lie algebra.

We start by some considerations on arbitrary manifolds $M$ and $N$.

Lemma 1.32. Let $f: M \rightarrow N$ be a smooth map, and let $X \in \mathfrak{X}(M)$ be $f$-related to $Y \in \mathfrak{X}(N)$, i.e., $\mathrm{d} f \circ X=Y \circ f$. Then the flows $\Phi_{t}^{X}$ and $\Phi_{t}^{Y}$ of $X$ and $Y$ satisfy

$$
\Phi_{t}^{Y} \circ f=f \circ \Phi_{t}^{X} .
$$

Proof: For $p \in M$ we will show that $t \mapsto \gamma(t):=f \circ \Phi_{t}^{X}(p) \in N$ is an integral curve of $Y$. As one easily checks $\gamma(0)=f(p)$, this proves the statement.

$$
\begin{aligned}
\dot{\gamma}(t) & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(f \circ \Phi_{t}^{X}(p)\right) \\
& =\mathrm{d} f \circ\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \Phi_{t}^{X}(p)\right) \\
& =\mathrm{d} f \circ\left(\left.X\right|_{\Phi_{t}^{X}(p)}\right) \\
& \left.=\left.(\mathrm{d} f \circ X)\right|_{\Phi_{t}^{X}(p)}\right) \\
& \left.=\left.(Y \circ f)\right|_{\Phi_{t}^{X}(p)}\right) \\
& =\left.Y\right|_{\gamma(t)} .
\end{aligned}
$$

Proposition 1.33. Let $X$ and $Y$ be vector fields on $M$ with flows $\Phi_{\bullet}^{X}$ and $\Phi_{\bullet}^{Y}$. Then

$$
[X, Y]=0 \Longleftrightarrow \forall s, t \in \mathbb{R}: \Phi_{t}^{X} \circ \Phi_{s}^{Y}=\Phi_{s}^{Y} \circ \Phi_{t}^{X}
$$

Proof:
$" \Leftarrow "$ : We apply $\left.\frac{d}{d s}\right|_{s=0}$ to

$$
\Phi_{t}^{X} \circ \Phi_{s}^{Y}=\Phi_{s}^{Y} \circ \Phi_{t}^{X}
$$

and using $\left.\frac{d}{d s}\right|_{s=0} \Phi_{s}^{Y}=Y$ we obtain

$$
\mathrm{d}\left(\Phi_{t}^{X}\right) \circ Y=Y \circ \Phi_{t}^{X}
$$

which means $\left(\Phi_{t}^{X}\right)_{*} Y=Y$. We apply Exercise 1.30 for $\xi=X$ and thus $\varphi_{t}=\Phi_{t}^{X}$, so we obtain by deriving with respect to $t$ at $t=0$ :

$$
\begin{aligned}
0 & =\left.\frac{d}{d t}\right|_{t=0} Y \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(\Phi_{t}^{X}\right)_{*} Y \\
& =-[X, Y]
\end{aligned}
$$

$" \Rightarrow "$ For $p \in M$ and for $s \in \mathbb{R}$ we define

$$
v_{p}(t):=\left.\left(\left(\Phi_{t}^{X}\right)_{*} Y\right)\right|_{p}=\mathrm{d}\left(\Phi_{t}^{X}\right) \circ Y \circ \Phi_{-t}^{X}(p) \in T_{p} M
$$

We may differentiate this in the sense of Analysis II, and we write this differential as $v_{p}^{\prime}(t)$. Exercise 1.30 tells us that $v_{p}^{\prime}(0)=-[X, Y]=0$ for all $p \in M$. We set $p=\Phi_{-s}^{X}(q)$ and we get

$$
\begin{aligned}
v_{\Phi_{-s}^{X}(q)}(t) & =\left.\left(\mathrm{d}\left(\Phi_{t}^{X}\right) \circ Y \circ \Phi_{-t-s}^{X}\right)\right|_{q} \\
& =\left.\left(\mathrm{d}\left(\Phi_{-s}^{X}\right) \circ\left(\mathrm{d}\left(\Phi_{t+s}^{X}\right) \circ Y \circ \Phi_{-t-s}^{X}\right)\right)\right|_{q} \\
& =\left.\left(\mathrm{d}\left(\Phi_{-s}^{X}\right) \circ\left(\Phi_{t+s}^{X}\right)_{*} Y\right)\right|_{q} \\
& =\mathrm{d}\left(\Phi_{-s}^{X}\right)\left(v_{q}(t+s)\right)
\end{aligned}
$$

Deriving this with respect to $t$ at $t=0$ yields

$$
0=v_{\Phi_{-s}^{X}(q)}^{\prime}(0)=\mathrm{d}\left(\Phi_{-s}^{X}\right)\left(v_{q}^{\prime}(s)\right)
$$

and as $\mathrm{d}\left(\Phi_{-s}^{X}\right)$ is an isomorphism, this gives $v_{q}^{\prime}(s)=0$ for all $s \in \mathbb{R}$ and all $q \in M$. Thus we have $v_{q}(t)=v_{q}(0)=Y$ for all $q \in M$ and $t \in \mathbb{R}$. We have thus proven

$$
\mathrm{d}\left(\Phi_{t}^{X}\right) \circ Y=Y \circ \Phi_{t}^{X}
$$

which means that $Y$ is $\Phi_{t}^{X}$-related to itself. Using Lemma 1.32 for $M=N, X$ replaced by $Y, f=\Phi_{t}^{X}$ and $t$ replaced by $s$ we get

$$
\Phi_{t}^{X} \circ \Phi_{s}^{Y}=\Phi_{s}^{Y} \circ \Phi_{t}^{X}
$$

Corollary 1.34. Let $G$ be a Lie group, $X, Y \in \mathfrak{g}=\operatorname{Lie}(G)$.
(1) If $[X, Y]=0$ then $\exp (X) \exp (Y)=\exp (Y) \exp (X)=\exp (X+Y)$.
(2) Conversely, if

$$
\exp (t X) \exp (s Y)=\exp (s Y) \exp (t X) \text { for all } t, s \in \mathbb{R}
$$

then $[X, Y]=0$.

The first part of the Corollary provides a Lie group analogon of equation (1.5).
Proof: We extend $X, Y \in \mathfrak{g}$ to left-invariant vector fields, also denoted by $X$ and $Y .{ }^{5}$

At first, let us assume $[X, Y]=0$. As we have $\exp (X)=\Phi_{1}^{X}(\mathbb{1})$, the statement $\exp (X) \exp (Y)=\exp (Y) \exp (X)$ follows from " $\Rightarrow$ " in Proposition 1.33. We also have $[s X, t Y]=s t[X, Y]=0$. Thus, we already know $\exp (s X) \exp (t Y)=$ $\exp (t Y) \exp (s X)$ and this yields

$$
\begin{aligned}
\exp ((t+s) X) \exp ((t+s) Y) & =\exp (t X) \exp (s X) \exp (t Y) \exp (s Y) \\
& =(\exp (t X) \exp (t Y))(\exp (s X) \exp (s Y))
\end{aligned}
$$

thus $t \mapsto \gamma(t):=\exp (t X) \exp (t Y)$ is 1-parameter subgroup of $G$, and $\gamma^{\prime}(0)=$ $\mathrm{d} r_{\exp (0)} X+\mathrm{d} \ell_{\exp (0)} Y=X+Y$. Thus implies $\exp (t(X+Y))=\exp (t X) \exp (t Y)$ which gives the remaining statement for $t=1$.

The converse statement immediately follows from " $\Leftarrow$ " in Proposition 1.33.

We have seen that exp: $\mathfrak{g} \rightarrow G$ satisfies $\mathrm{d}_{0} \exp =\mathrm{id}$. Thus, the local reversal theorem tells us that there is an open neighborhood $U_{0}$ of 0 and and open neighborhood $V_{0}$

[^4]of $\mathbb{1}$ such that $\left.\exp \right|_{U_{0}}: U_{0} \rightarrow V_{0}$ is a diffeomorphism. Using continuity of multiplication and inversion, we see that there is an open neighborhood $U_{1}$ of 0 such that $U_{1} \subset U_{0}$, such that $U_{1}$ is starshaped with respect to 0 , satisfying $X \in U_{1} \Longleftrightarrow-X \in U_{1}$ and $X, Y \in U_{1} \Rightarrow X+Y \in U_{0}$. We put $V_{1}:=\exp \left(U_{1}\right)$ and by shrinking $U_{1}$ and $V_{1}$ further we can achieve additionally $\mu\left(V_{1} \times V_{1}\right) \subset V_{0}$ and we already have that inversion maps $V_{1}$ to itself.

Let $\gamma:[0, b] \rightarrow G$ be a continous path. For any $t \in[0, b]$ we define $W_{t}$ as the connected component of $\left\{s \in[0, b] \mid \gamma(t)^{-1} \gamma(s) \in V_{1}\right\}$ that contains $t$. Then $\left(W_{t}\right)_{t \in[0, b]}$ is an open cover ${ }^{6}$ of $[0, b]$. An elemantary compactness argument for $[0, b]$, treated under the name Lebesgue number $\varepsilon$, says: there is an $\varepsilon>0$ if we have a partition

$$
\begin{equation*}
0=t_{0} \leq t_{1} \leq \cdots \leq t_{k}=b, \quad \forall i \in\{1,2, \ldots, k\}: t_{i}-t_{i-1}<\varepsilon \tag{1.8}
\end{equation*}
$$

then

$$
\forall i \in\{1,2, \ldots, k\}: t_{i} \in W_{t_{i-1}}
$$

and thus

$$
\begin{equation*}
\forall i \in\{1,2, \ldots, k\}: \forall s \in\left[t_{i-1}, t_{i}\right]: \gamma(s)^{-1} \gamma\left(t_{i-1}\right) \in V_{1} \text { and } \gamma\left(t_{i-1}\right)^{-1} \gamma(s) \in V_{1} \tag{1.9}
\end{equation*}
$$

Corollary 1.35. Let $G$ be a connected Lie group with $\mathfrak{g}=\operatorname{Lie}(G)$. Then the following are quivalent:
(i) $G$ is abelian, i.e., $\sigma \tau=\tau \sigma$ for all $\sigma, \tau \in G$,
(ii) $\mathfrak{g}$ is abelian, i.e., $[X, Y]=0$ for all $X, Y \in \mathfrak{g}$,
(iii) exp: $(\mathfrak{g},+) \rightarrow(G, \mu)$ is a group homomorphism.

## Proof:

"(i) $\Rightarrow($ ii $) "$ : This follows immediately from the second part of Corollary 1.34.
"(ii) $\Rightarrow$ (iii)": This follows immediately from the first part of Corollary 1.34.
"(iii) $\Rightarrow(\mathrm{i})$ ": For $\sigma \in G$ we choose a continuous path $\gamma:[0, b] \rightarrow G$ from $\mathbb{1}$ to $\sigma$. We choose a subdivision as $(1.8) /(1.9)$. Then $\sigma_{i}:=\gamma\left(t_{i}\right)^{-1} \gamma\left(t_{i-1}\right) \in V_{1}$ satisfies $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{k}$. We write $\sigma_{i}=\exp \left(X_{i}\right), X_{i} \in U_{1}$. Similarly we decompose $\tau=\tau_{1} \tau_{2} \cdots \tau_{\ell}$, $\tau_{j}=\exp \left(Y_{j}\right), Y_{j} \in U_{1}$. Condition (iii) implies that $\sigma_{i} \tau_{j}=\tau_{j} \sigma_{i}$ for all $i, j$ and thus

[^5]```
\sigma\tau=\tau\sigma.
```


### 1.7 The Baker-Campbell-Hausdorff Formula

We have seen that exp: $\mathfrak{g} \rightarrow G$ satisfies $\mathrm{d}_{0} \exp =\mathrm{id}$, and in the discussion following Corollary 1.34 we have discussed the diffeomorphism $\left.\exp \right|_{U_{0}}: U_{0} \rightarrow V_{0}$, and also had the smaller open neighborhoods $U_{1} \subset U_{0}$ of 0 and $V_{1} \subset V_{0}$ of $\mathbb{1}$. In particular multiplication restricts to a map $V_{1} \times V_{1} \rightarrow V_{0}$ and inversion maps $V_{1}$ to itself. We write log: $U_{0} \rightarrow V_{0}$. In this language, it follows from Corollary 1.34 (1) for all $X, Y \in U_{1}$ :

$$
\text { if }[X, Y]=0 \text {, then } \log (\exp (X) \exp (Y))=X+Y
$$

On the other hand it is clear from (the proof of) Corollary 1.34 (2) that this formula no longer holds, if $\mathfrak{g}$ is not abelian. The Baker-Campbell-Hausdorff formula, says that this can be repaired by adding commutator terms.

Exercise 1.36. We define the 3-dimensional Heisenberg group $H_{3}$ as

$$
H_{3}:=\left\{\left.\left(\begin{array}{ccc}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

This is a submanifold and subgroup of $\mathrm{GL}(3, \mathbb{R})$, thus a Lie group.
(a) Show that its Lie algebra $\mathfrak{h}_{3}$, the 3-dimensional Heisenberg Lie algebra is given by matrices as follows:

$$
\mathfrak{h}_{3}:=\left\{\left.\left(\begin{array}{ccc}
0 & x & z \\
0 & 0 & y \\
0 & 0 & 0
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

(b) Calculate exp: $\mathfrak{h}_{3} \rightarrow H_{3}$, and show that it is a diffeomorphism.
(c) Show that $\log (\exp (A) \exp (B))=A+B+\frac{1}{2}[A, B]$.
(d) Show that $[X,[Y, Z]]=0$ for alle $X, Y, Z \in \mathfrak{h}_{3}$.

## Appendices

## Index

Symbols1-parameter subgroup ............... . . 12
Aadjoint representationof a Lie algebra10
of a Lie group ..... 10
Alternation ..... 7
Antisymmetry ..... 7
B
bi-invariant
Riemannian metric ..... 13
vector field ..... 5
C
commuting
in a Lie algebra ..... 18
in a Lie group ..... 18
complete ..... 11
conjugation ..... 4
D
derivation ..... 10
E
exponential map ..... 13
(semi-)Riemannian ..... 13
Lie group ..... 13
F
flow ..... 11
flow line ..... 11
H
Heisenberg group
3-dim. ..... 22
Heisenberg Lie algebra
3-dim ..... 22
homomorphism of Lie algebras ..... 8
homomorphism of Lie groups ..... 4
I
integral curve ..... 11
J
Jacobi identity ..... 7
L
Lebesgue number ..... 21
left multiplication ..... 1
left translation .....  1
left-invariant
Riemannian metric ..... 13
vector field ..... 5
Lie algebra ..... 2, 7
3-dim. Heisenberg ..... 22
automorphism .....  8
endomorphism ..... 8
homomorphism ..... 8
isomorphism ..... 8
Lie bracket ..... 6
Lie group ..... 1
automorphism ..... 4
endomorphism ..... 4
homomorphism ..... 4
isomorphism ..... 4
Lie group exponential map ..... 13
Lie subalgebra ..... 7
Lie subgroup ..... 4
M
multiplication .....  1
R
related ..... 5
Riemannian exponential map ..... 13
right multiplication ..... 1
right translation .....  1
right-invariant
Riemannian metric ..... 13
vector field ..... 5

## S

semi-Riemannian exponential map. 13

## Nomenclature

[•••] Lie bracket ..... p. 6
Ad adjoint representation of a Lie group ..... p. 10
ad adjoint representation of a Lie algebra ..... p. 10
Aut $(G)$ group of automorphisms of the Lie group $G$ ..... p. 4
Diff( $M$ ) group of diffeomorphisms of $M$ ..... p. 11
$\ell_{\sigma} \quad$ left multiplication ..... p. 1
$\operatorname{End}(G)$ monoid of endomorphisms of the Lie group $G$ ..... p. 4
$\operatorname{End}_{\text {lin }}(V)$ vector space endomorphisms of $V$ ..... p. 8
exp exponential map ..... p. 13
$\mathfrak{h}_{3}$ 3-dimen. Heisenberg Lie algebra ..... p. 22
$\mathrm{GL}(V)$ automorphism groups of the vector space $V$ ..... p. 7
$\operatorname{Hom}(\mathfrak{g}, \mathfrak{h})$ Lie algebra homomorphisms from $\mathfrak{g}$ to $\mathfrak{h}$ ..... p. 8
$\operatorname{Hom}(G, H)$ set of homomorphisms of Lie groups from $G$ to $H$ ..... p. 4
Iso $(G, H)$ set of isomorphisms of Lie groups from $G$ to $H$ ..... p. 4
$\Phi_{\bullet}^{X}$ flow of $X$ ..... p. 11
$H_{3} \quad$ 3-dimen. Heisenberg group ..... p. 22
$r_{\sigma}$ right multiplication ..... p. 1

## English-German translations

$X$ is second countable $X$ erfüllt das 2. Abzählbarkeitsaxiom ..... ii
$f$-related $f$-verwandt ..... 6
adjoint representation adjungierte Darstellung ..... 10
bi-invariant bi-invariant ..... 5
covering or cover Überdeckung ..... ii
covering or cover Überlagerung ..... ii
geodesic Geodäte ..... ii
immersed immergiert ..... 4
immersion Immersion .....  4
left-invariant links-invariant ..... 5
Lie algebra Lie-Algebra ..... 2
Lie group Lie-Gruppe ..... 1
Lie subalgebra Unter-Lie-Algebra ..... 7
Lie subgroup Unter-Lie-Gruppe .....  4
line bundle Geradenbündel ..... ii
local reversal theorem lokaler Umkehrsatz ..... 20
manifold Mannigfaltigkeit .....  ii
partition of unity Teilung/Partition der Eins ..... ii
right-invariant rechts-invariant ..... 5
shortest curve Kürzeste ..... ii
simply closed geodesic einfach geschlossene Geodätische ..... ii

## German-English translations

$X$ erfüllt das 2. Abzählbarkeitsaxiom.. $X$ is second countable ..... ii
$f$-verwandt $f$-related ..... 6
adjungierte Darstellung adjoint representation ..... 10
bi-invariant bi-invariant ..... 5
einfach geschlossene Geodätische simply closed geodesic ..... ii
Geodäte geodesic ..... ii
Geradenbündel line bundle ..... ii
immergiert immersed ..... 4
Immersion immersion ..... 4
Kürzeste shortest curve .....  ii
Lie-Algebra Lie algebra ..... 2
Lie-Gruppe .Lie group .....  1
links-invariant left-invariant ..... 5
lokaler Umkehrsatz local reversal theorem ..... 20
Mannigfaltigkeit manifold ..... ii
rechts-invariant right-invariant ..... 5
Teilung/Partition der Eins partition of unity ..... ii
Unter-Lie-Algebra Lie subalgebra ..... 7
Unter-Lie-Gruppe Lie subgroup ..... 4
Überdeckung covering or cover ..... ii
Überlagerung covering or cover ..... ii

## Theorem list

C
Closed subgroup theorem ..... 5
P
Properties of the exponential map ..... 13

## Copyright Notes

Title page: Photo taken by Bernd Ammann. All rights by the photographer and the University of Regensburg . i

## Bibliography

[1] Baues, O.: Lie-Gruppen und Lie-Algebren, 2006. Lecture Notes, avalailable online, https: //www.math.kit.edu/iag2/~baues/media/lie.pdf. $\uparrow 1$
[2] Hall, B.: Lie groups, Lie algebras, and representations. Graduate Texts in Mathematics, vol. 222. Springer, Cham, 2nd ed., 2015. An elementary introduction. $\uparrow 1$
[3] Humphreys, J. E.: Introduction to Lie algebras and representation theory. Graduate Texts in Mathematics, vol. 9. Springer-Verlag, New York-Berlin, 1978. Second printing, revised. $\uparrow 1$
[4] Karcher, H.: Riemannian comparison constructions., Global differential geometry, MAA Stud. Math., vol. 27, Math. Assoc. America, Washington, DC, 170-222, 1989. $\uparrow$
[5] Lee, J. M.: Introduction to smooth manifolds. Graduate Texts in Mathematics, vol. 218. Springer, New York, 2nd ed., 2013. $\uparrow 1$
[6] Sakai, T.: Riemannian geometry. Translations of Mathematical Monographs, vol. 149. American Mathematical Society, Providence, RI, 1996. Translated from the 1992 Japanese original by the author. $\uparrow$
[7] Warner, F. W.: Foundations of differentiable manifolds and Lie groups. Graduate Texts in Mathematics, vol. 94. Springer-Verlag, New York-Berlin, 1983. Corrected reprint of the 1971 edition. $\uparrow 1,5,12,17$


[^0]:    ${ }^{1}$ A lattice in $\mathbb{R}^{n}$ is by definition a discrete subgroup $\Gamma$ of $\mathbb{R}^{n}$, isomorphic to $\mathbb{Z}^{n}$. It follows that $\mathbb{R}^{n} / \Gamma$ is a compact manifold (without boundary), and that there is an $A \in \mathrm{GL}(n, \mathbb{R})$ with $\Gamma=A \cdot \mathbb{Z}^{n}$.

[^1]:    ${ }^{2}$ i. e., in the sense of Analysis IV, Differential Geometry I, etc

[^2]:    ${ }^{3}$ The notions of left-, right-, and bi-invariant Riemannian metrics are defined in the exercises.

[^3]:    ${ }^{4}$ We roughly follow [7, 3.46].

[^4]:    ${ }^{5}$ We assume it is clear from the context, when a vector is meant, and when we denote a vector field.

[^5]:    ${ }^{6}$ in German: "Überdeckung", nicht "Überlagerung", the two terms have different meanings, but are denoted with the same words "cover" and "covering" in English, but they are properly distinguished in German

