
Differential Geometry II

Lorentzian Geometry

Lecture Notes

©: Alain Riazuelo, IAP/UPMC/CNRS, license CC-BY-SA 3.0

Prof. Dr. Bernd Ammann

Summer term 2021

University of Regensburg



Presentation Version

Version of April 28, 2021

Page ii Lorentzian Geometry



Definition 2.1.16. Let g be a non-degenerate symmetric form on a

vector space V . A subspace U is called non-degenerate subspace

of (V, g) if g�U×U is non-degenerate. The space of all k-dimensional

non-degenerate subspaces of (V, g) is called the Grassmannian of

non-degenerate k-dimensional subspaces denoted as Gk(V, g).
Obviously Gk(V, g) is an open subset of the space Gk(V ) of all k-

dimensional subspaces of V .

If (M, g) is a semi-Riemannian manifold, then we define (as a set)

Gk(M, g) = ●�
p∈M G(TpM, gp).

We equip Gk(M, g) with the unique differential structure such that

{(e1, . . . , ek) � p ∈ M, span{e1, . . . , ek} ∈ Gk(TpM, gp)} → Gk(M, g)
(e1, . . . , ek) � span{e1, . . . , ek}

is a smooth map with surjective differential.

Recall that Lemma 1.1.12 tells us that a plane E is in G2(M, g), if

and only if g(X, X)g(Y, Y ) − g(X, Y )2 ≠ 0.

Definition 2.1.17. Let (M, g) be a semi-Riemannian manifold. For

any E ∈ G2(M, g) we define the sectional curvature

sec(E) ∶= g(R(X, Y )Y, X)
g(X, X)g(Y, Y ) − g(X, Y )2 ,

where X, Y is a basis of E.

For any L ∈ G1(M, g) we define the Ricci curvature

RIC(L) ∶= ric(X, X)
g(X, X) ,

where L = RX.
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Both quantities are well-defined, which is obvious for RIC, but this

should by proven for sec. We define

sec(X, Y ) ∶= g(R(X, Y )Y, X)
g(X, X)g(Y, Y ) − g(X, Y )2

if span{X, Y } ∈ G2(TpM, gp). It is immediate to show for ⁄ ≠ 0 we

have sec(X, Y ) = sec(Y, X) = sec(⁄X, Y ) = sec(X, ⁄Y ).
We claim that sec(X, Y ) = sec(X + Y, Y ). Any matrix A ∈ GL(2,R)

can be written as a finite composition of the matrices

��0 1

1 0

�� ,
��1 1

0 1

�� ,
��⁄ 0

0 1

�� , ⁄ ∈ R � {0}.
Thus, we can transform any basis of E = span{X, Y } into any other

basis by such transformation (X, Y ) � (Y, X), (X, Y ) � (X + Y, Y ),(X, Y ) � (⁄X, Y ). Thus the claim implies that sec(E) does not de-

pend on the choice of basis of E.

To prove the claim, we calculate

g(R(X + Y, Y )Y, X + Y ) = g(R(X, Y )Y, X + Y ) = g(R(X, Y )Y, X + Y )
g(X + Y, X + Y )g(Y, Y ) − g(X + Y, Y )2

= g(X, X)g(Y, Y ) + 2g(X, Y )g(Y, Y ) + g(Y, Y )2
− g(X, Y )2 − 2g(Y, Y )g(X, Y ) − g(Y, Y )2

= g(X, X)g(Y, Y ) − g(X, Y )2
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Remarks 2.1.18 (See also: online exercise sheet for the first week).

(a) If (e1, . . . , en) is a generalized orthonormal basis of TpM , ‘i ∶=
g(ei, ei) = ±1. Then we have (no Einstein summation!)

RIC(Rei) ∶= ‘i ric(ei, ei) = n�
j=1

j≠i

(‘i‘jg(R(ej, ei)ei, ej)) = n�
j=1

j≠i

sec (span{ei, ej}) .
In this sense Ricci curvature in the direction of X is the “n − 1

times the average” over the sectional curvatures of “the” planes

containing X. In the above formula we define this average by

considering the coordinate planes. When the set of all such

planes is compact (which happens e.g. if g is Riemannian, or if g

is Lorentzian and X timelike), then one can show that RIC(RX)
is “n − 1 times the average” of the sectional curvatures over all

planes containing X. In particular, the sectional curvature de-

termines the Ricci curvature.

(b) If X + Y and X − Y are not lightlike and non-zero, then, we get

ric(X, Y ) by interpolation out of RIC:

ric(X, Y ) =1

4
�RIC(R(X + Y ))g(X + Y, X + Y )
− RIC(R(X − Y ))g(X − Y, X − Y )�.

As the space of such (X, Y ) is dense in TpM ×TpM , this deter-

mines ric.

(c) Sectional determines the Riemann curvature tensor (see exer-

cises).

(d) For dim M ≥ 4 Ricci curvature does not determine the Riemann

tensor

(e) For dim M ≥ 3 scalar curvature does not determine the Ricci

tensor
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(f) For dim M = 3 Ricci curvature determines the Riemann curva-

ture tensor and the sectional curvatures (see exercises)

(g) For dim M = 2, we define sec(TpM) =∶ K(p) and we have

ric(X, Y ) =K(p) g(X, Y )for X, Y ∈ TpM,

and scal(p) = 2K(p). Thus the scalar curvature in p determines

the Ricci curvature, the Riemann tensor and the sectional cur-

vature in p. If g is Riemannian, then K(p) is called the Gauß

curvature of (M, g) in p.

Definition 2.1.19. Let (M, g) be a semi-Riemannian manifold, and

f ∶ M → R a C1-function. Then the gradient grad f of f is defined as

grad f ∶= (df)#, in other words, it is the unique vector field such that

g(grad f, Y ) = df(Y )(= ˆY f) ∀Y ∈ X (M).
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2.2 Second fundamental form and the Gauß formula

In this subsection let (M, g) be a semi-Riemannian manifold.

Definition 2.2.1. A submanifold M of M is called a semi-Riemannian

submanifold if for every p ∈ M , the tangent space TpM is a non-

degenerate subspace of (TpM, gp). Then gp ∶= gTpM×TpM , p ∈ M de-

fines a semi-Riemannian metric on M , called the induced semi-

Riemannian metric. Note g = ÿ∗g.

Recall that TpM is non-degenerate, if and only if, the normal bun-

dle

NpM ∶= (TpN)⊥ = �X ∈ TpM � ∀Y ∈ TpM ∶ g(X, Y ) = 0�
is a complement of TpM in TpM .

In the following we also write ÿ ∶ M → M for the inclusion. We have

ÿ∗(TM) = TM �M = TM ⊕ NM,

and the direct sum decomposition is orthogonal with respect to g.

Let fiT
p ∶TpM → TpM and fiN

p ∶TpM → NpM be the corresponding

orthogonal projections, called the tangential and normal projec-

tions.

Using the inclusion TM ⊂ TM �M we can view a vector field Y ∈
X (M) also as a vector field of M along ÿ, and thus we may derive

it in the direction of X ∈ X (M) with the Levi-Civita connection of(M, g), which we denote by ∇. On the other hand we also may derive

Y in the direction of X using the Levi-Civita connection ∇ of (M, g),
g ∶= ÿ∗g. Both derivatives are related by the following formula:
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Lemma 2.2.2. For X, Y ∈ X (M) we have

fi
T (∇XY ) = ∇XY, (2.2.1)

and fiN (∇XY ) = fiN (∇Y X).

Proof: We want to show Equation 2.2.1 in p ∈ M . There is an open

neighborhood U of p in M and X, Y ∈ X (U) such that X �U∩M
=X �U∩M

and Y �U∩M
= Y �U∩M

. in other words X resp. Y is ÿ�U-related to X �U∩M

resp. Y �U∩M
. Lemma B.2 then implies that [X, Y ] is ÿ�U-related to[X, Y ]�U∩M

. In other words

[X, Y ]�U∩M
= [X, Y ]�U∩M

.

The analogous result holds for commutators with Z and Z, if Z is

ÿ�U-related to Z.

The second statement follows on U ∩ M from

fi
N (∇XY −∇Y X) = fi

N �[X, Y ]�U∩M
�

= fi
N �[X, Y ]�U∩M

� = 0

We now use the Koszul formula, see after Theorem 2.1.2, both for ∇
and ∇, and we calculate in p ∈ M :

g�fi
T (∇XY ) , Z� = g�∇XY, Z�

= ˆXg(Y , Z) + ˆY g(X, Z) − ˆZg(X, Y )
− g(X, [Y , Z]) + g(Y , [Z, X]) + g(Z, [X, Y ])

= ˆXg(Y, Z) + ˆY g(X, Z) − ˆZg(X, Y )
− g(X, [Y, Z]) + g(Y, [Z, X]) + g(Z, [X, Y ])

= g�∇XY, Z�.
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As this holds for all Z ∈ X (M), we obtain the first statement.

Obviously, for fixed Y ∈ X (M), the map

X (M) → (NM)
X � fi

N (∇XY )
is C∞(M)-linear, and because of the symmetry proved in the lemma,

fiN (∇XY ) also depends C∞(M)-linearly on Y . Thus there is a sec-

tion �II ∈ (T∗M ⊗ T∗M ⊗ NM), called the vector-valued second

fundamental form of M in M , such that

�II(X, Y ) = fi
N (∇XY ) .

The preceding lemma implies �II(X, Y ) = �II(Y, X).
In the following we will also allow to write � ● , ● � for g, although we

have to keep in mind that � ● , ● � is not necessarily positive definite.

Theorem 2.2.3 (Gauß formula). Let M ⊂ M be a semi-Riemannian

submanifold of (M, g). Then for all p ∈ M and all X, Y, Z, W ∈ TpM

we have

�(R(X, Y )Z, W )� = ��II(X, W ), �II(Y, Z)�−��II(X, Z), �II(Y, W )�+�R(X, Y )Z, W �.
(2.2.2)

Proof: We calculate for X, Y, Z, W ∈ X (M). We use, e. g., ∇Y Z =∇Y Z + �II(Y, Z), and as soon as only the tangential component matters

– marked with (∗) – , we thus may replace ∇Y Z by ∇Y Z.

�R(X, Y )Z, W � = �∇X∇Y Z, W � − �∇Y ∇XZ, W � − �∇[X,Y ]Z, W �
= �∇X�∇Y Z + �II(Y, Z)�, W � − �∇Y �∇XZ + �II(X, Z)�, W �

− �∇[X,Y ]Z + �II([X, Y ], Z), W �
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(∗)= �∇X∇Y Z, W � + �∇X
�II(Y, Z)), W �

− �∇Y ∇XZ, W � − �∇Y
�II(X, Z)), W �

− �∇[X,Y ]Z, W �
(∗)= �∇X∇Y Z, W � − �∇Y ∇XZ, W � − �∇[X,Y ]Z, W �
+ �∇X

�II(Y, Z)), W � − �∇Y
�II(X, Z)), W �

(+)= �R(X, Y )Z, W �
− ��II(Y, Z)), �II(X, W )� + ��II(X, Z)), �II(Y, W )�.

At the last transformation, marked with (+) we may not replace ∇X

simply ∇X as it is not applied to a tangential, but to a normal vector

field. We use here the following transformation

�∇X
�II(Y, Z)), W � = ˆX ��II(Y, Z)), W ��������������������������������������������������������������������������=0

−��II(Y, Z)),∇XW �
= − ��II(Y, Z)),∇XW ����������������������������������������������������������������������������������������������������=0

−��II(Y, Z)), �II(X, W )�

and the corresponding formula with X and Y replaced.

Corollary 2.2.4. Let M be a semi-Riemannian submanifold of a semi-

Riemannian manifold (M, � ● , ● �). Let sec be the sectional curvature

of (M, � ● , ● �) and sec the sectional curvature of (M, � ● , ● �), where we

also write � ● , ● � for the semi-Riemannian metric on M . Then for any

E ∈ G2(M, � ● , ● �) ⊂ G2(M, , � ● , ● �) we have

sec(E) = sec(E) + ��II(X, X), �II(Y, Y )� − ��II(X, Y ), �II(X, Y )��X, X� �Y, Y � − �X, Y �2

Example 2.2.5 (Gauß curvature of a surface in R3). Let M be a

surface in Euclidean R3. At least locally (i.e. on some neighborhood

Summer term 2021 Page 63



of any given point) there is a unit normal vector field ‹ ∶ M → S2, in

other words ‹ is smooth, �‹, ‹� ≡ 1 and ‹(p) ⊥ TpM .

Then there is some symmetric II ∈ (T∗M ⊗ T∗M) with �II(X, Y ) =
II(X, Y )‹(p) for X, Y ∈ TpM . There is an orthonormal basis (e1, e2)
of TpM with II(ei, ej) = Ÿi”ij, and ei and ej are called the principal

curvature directions of M in p and Ÿi ∈ R the associated principal

curvatures. Then the Gauß formula says

sec(TpM) = II(e1, e1)II(e2, e2) − II(e1, e2)2
1 ⋅ 1 − 0

= Ÿ1Ÿ2,

which is the classical Gauß formula.

2.3 Semi-Riemannian Hypersurfaces

We now specialize to the case that M is hypersurfaces in M , i. e.,

dim M = dim M − 1. Again M is called a semi-Riemannian hy-

persurface if g ∶= gTM⊗TM = ÿ∗g is non-degenerate. In this case the

normal bundle NM → M has rank 1. If M is connected this implies

that g�NM⊗NM is either positive definite (then we say the hypersur-

face has sign sgn(M) ∶= +1, or it is negative definite (then the sign is

sgn(M) = −1).

Example 2.3.1. Assume t is a regular value of the smooth func-

tion. f ∶ M → R. Then M ∶= f−1(t) is a submanifold, in fact a

hypersurface, and TpM = ker dpf = �grad f �p�⊥ for p ∈ M . If TpM

is a non-degenerate subspace, we can take a generalized orthonormal

basis of TpM and complete it to a generalized orthonormal basis of

TpM by joining
���grad f �p, grad f �p��−1

grad f �p. Thus if TpM is non-

degenerate, grad f is non-zero and non-lightlike. Conversely if TpM is

non-zero and non-lightlike, then TpM = �grad f �p�⊥ is non-degenerate.
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